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Abstract—The Internet is rapidly nearing IPv4 address space
exhaustion. Current projections predict that within the next two
years, all IPv4 address blocks will have been assigned. IPv6
adoption on the other hand has been slower than anticipated.
It is becoming increasingly clear that there will be an extended
period of during which both protocols will coexist as services
and applications are slowly migrated to IPv6. As we transition
from an Internet built on an abundance of IPv4 addresses to
one of scarcity, innovative techniques that allow us to do more
with less will become increasingly important. One such class of
emerging techniques attempts to utilize unused port ranges to
implement IP address sharing. We call this class of approaches
Port Scavenging. In this paper we present a unique approach
that allows multiple end hosts to share a single IPv4 address
by relying on a modified device address resolution protocol. Our
approach is fundamentally different from other techniques, as
it does not require that packets from the end-host be modified
at the network layer by an intermediate entity as they transit
the network. Each end-host can use a valid routable public IP
address. We have implemented our ideas in a modified Linux
kernel to demonstrate the feasibility of our approach. Though
not suitable for all environments, this technique can be a valuable
addition to the IPv6 transition toolchest.

I. INTRODUCTION

Current projections indicate that within the next two years,
all available IPv4 address blocks will have been assigned
[1]. The resulting shortage of IP addresses would severely
limit innovation on the Internet and even its continued spread
throughout the world. While the use of IPv6 would expand
the available number of Internet addresses, adoption has been
slow, as it requires not only new hardware and software to be
pervasively deployed, but also requires network operators to
transition entire networks and user bases to this new set of
networking protocols. This has greatly slowed adoption.

One way to stretch the supply of IPv4 addresses is to
use Port Scavenging techniques, which leverage unused port
numbers to implement address sharing among a group of hosts.
Over the past 10 years, one such technique, Network Address
Translation (NAT), has emerged as the primary approach for
sharing existing IPv4 addresses [2]. This approach relies on
devices that modify IP addresses and port numbers in IP
packets as they are transmitted between the network end-host
and the Internet. While to an outside observer, the hosts appear
to have the same IP address, they in fact have distinct private IP
addresses internally. Such transparent modifications of pack-

ets in transit between source and destination cause multiple
problems at all layers from network on up to application [3].

One of the primary difficulties of the NAT approach is
that a host behind a NAT does not know its own Internet
address, so it is unable to advertise services to the rest of
the world without some help from the NAT device, which
must involve manual configuration or an add-on protocol such
as UPNP [4]. NAT also breaks any protocol that depends on
embedded addresses or port numbers, for example FTP, peer-
to-peer, H.323, SNMP, or file system protocols that depend
on callbacks [5]. Some of these protocols can be patched up
with an Application-Level Gateway but others can not. For
example there is no way to pass an IPSec Authentication
Header through a NAT without making arrangements ahead
of time to allow for the NAT traversal [6]. This presents a
fundamental problem for any security protocol that attempts to
guarantee the integrity of the IP header, since the header must
be modified by a device (the NAT) that is outside the security
perimeter. For those protocols that can traverse a NAT, the
NAT device must maintain per-connection state and recompute
header checksums to accommodate the header translation. The
NAT approach is fundamentally in conflict with the end-to-end
principle of network design, which has been the cornerstone
of the development of the Internet. Some other examples of
limitations introduced by NAT include inability of uniquely
identify (for traffic engineering or other purposes) flows in
the network that originate from a specific host located behind
a NAT as well as the inability to support an entire class of
applications that require external hosts to initiate connections
to NAT clients.

The impending IPv4 address scarcity has brought renewed
attention to the fundamental problem of IPv4 address sharing.
A new class of Port Scavenging techniques have recently
emerged which leverage unused port numbers to implement
IPv4 address sharing [7] without some of the disadvantages
of NAT. In general, these techniques assign a unique set of
TCP or UDP port numbers to each host sharing a single
IP address, and use the port number as part of the unique
end-point address identifier to deliver packets to the correct
destination. The techniques vary in the method used to deliver
the packets and the location within the network at which the
port-based routing takes place.

We have developed a new Port Scavenging approach to



IPv4 address sharing called Port Enhanced ARP (PE-ARP)
that offers important benefits when compared to NAT. PE-
ARP is based on three fundamental observations. The first is
that each network enabled end device already has a unique
identifier (such as the MAC address). The second is that very
few source ports are actually used simultaneously by an end
host. The third is that a network end point does not necessarily
require a unique IP address. It is the applications that run on
that end point that require a unique termination point which
is usually the IP address, protocol, and port combination. The
IP address is simply used to route packets to the host and then
the protocol and port numbers are used to identify the correct
recipient application.

PE-ARP assigns each host a unique, contiguous range of
TCP and UDP port numbers. The combination of IP address
and port range is used to uniquely identify each host. A
modified version of the Address Resolution Protocol (ARP)
[8] is used to direct incoming packets to the correct end
host. Existing service location mechanisms built into the DNS
protocol allow external hosts to locate various services running
on the end hosts. No IP layer address translation is done
and packets are not modified in transit. No Application-Level
Gateway is required to correct the packet header translations of
a NAT, and no per-connection state is required on the PE-ARP
gateway.

II. END-TO-END CONSISTENT IPV4 ADDRESS SHARING

Figure 1 describes the overall architecture of address sharing
with PE-ARP. Labels A-D indicate changes that PE-ARP
introduces into the network. It is important to note that
some network scenarios might not require all of them to
be implemented. Together A-D enable end hosts to use the
entire set of end-to-end networking capabilities, including
operation in environments that are typically challenging for
NAT based solutions such as networks that host servers.
Label A references changes to end hosts to enable port range
allocation and management via DHCP. Labels B and C refer
to a modified ARP table and protocol while Label D indicates
the use of existing DNS protocol in support of PE-ARP. In
the subsections below we provide details about how each of
these can be implemented.

A. End-Host Source Port Range Management

The first component of the PE-ARP system is the end-
host port range management module. Each application on a
network end-host requests and obtains local port values from
the operating system. These values can either be explicitly
requested by the application or randomly assigned by the
Operating System. To enable IPv4 address sharing, the range
of local port values that is used by each end-host must be
limited. The purpose of this local port range management
agent is to intercept all local port requests from applications
and to respond with values from fixed ranges. The ability to
limit the range of values from which ports can be used is
essential and allows us to reuse the remaining portions on
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another end-host. This functionality is already available on
most popular Operating Systems.

B. Network Communication Protocol for IP Address and Port
Information

Once an end host has been allocated a particular port range
it must be able to send and receive packets for only that port
range. There needs to be a mechanism by which the end host
can inform the local router or switch the port range for which it
will be the valid recipient. We use an extended version of the
ARP protocol that is enhanced to include port information.
When the local router needs to know what host is using a
particular port, the router sends out a broadcast request for the
information (PE-ARP REQUEST). The correct host responds
(PE-ARP REPLY), providing its hardware address and full
local port range.

C. Mapping IPv4 packets to network end-hosts

The third component of the overall PE-ARP architecture is
the extension to the local ARP table itself. When a packet
arrives from the Internet to the local router, the router has
to determine the packet’s end-host destination. In current net-
works, the local router stores a mapping between IP addresses
and physical MAC addresses. However, we now allow multiple



end-hosts to share the same IPv4 address, so this information
is no longer sufficient to uniquely identify the destination end-
host for a packet. Instead, a modified table is used that employs
both IP and port information to determine the MAC address of
the end-host for which the packets are intended. The structure
of this table is shown in Figure 1. In addition to the IP address,
this table includes the range of ports associated with a given
host. This table is populated by the modified ARP protocol
described in the previous subsection.

D. Enhanced DNS Look-Up Service - Dissemination of IP and
Port Information via DNS

The operation of services on well-known ports is a challenge
in an environment where the single unique IP address per end-
host restriction has been eliminated. Providing services from
behind a NAT requires that the NAT be configured to translate
the public service port to the end-host’s service port. With
PE-ARP no port translation is done, but each host can only
provide services on those ports which it has been assigned. If
the well-known port of the service is not in that host’s range,
the host cannot provide the service at that port and must use
a different port within its range. There is no reason a given
service can not be provided on any available port so long as
the client can discover the port number. DNS SRV records
provide just this capability [9].

An SRV record maps a domain name and a service name
to a canonical domain name and a port number. A PE-ARP
service host can publish its service ports in this way. One
problem with this approach is that not all client applications
are capable of using SRV records in place of well-known ports.
These changes would need to made to applications which
do not support this standard capability correctly. The DNS
protocol and implementation already support SRV records and
do not need to be modified.

E. Deployment Scenarios and Experiments

We have developed a prototype implementation of PE-
ARP based on the descriptions of each of the components
in the previous section. Our implementation is based on
Linux kernel version 2.6.29.3 and ISC DHCP version 4.1.1.
ARP table changes as well as ARP protocol modifications
were implemented in the Linux kernel and the port range
management functionality was implemented by modifying the
DHCP server. We also modified some of the library functions
and example applications to use SRV queries.

Figure 3 shows our test setup for the modified edge router.
We do not require any changes to the packet forwarding or
routing functions of the router. The only changes that are
necessary are to the MAC address look-up capability. The
gateway in this configuration has two physical interfaces each
with an IP address on one of the routed networks. The PE-
ARP aware hosts share one or more IP addresses on the local
network (198.108.63.0/24).

There are three packet forwarding scenarios to consider;
outgoing traffic from the end hosts to the Internet, inbound
traffic from the Internet to the hosts, and traffic among the
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Fig. 3. PE-ARP Router Scenario: Host A, B, and C all share the same IP
(198.108.63.2). Each host is limited to a port range. Interfaces are shown with
shortened MAC address and IP address/port range (if applicable)

hosts in the local subnet. In the case of outbound traffic, each
end host only allows applications to use ports in its configured
port range and then forwards the packets to the gateway.
The gateway simply forwards these to the Internet without
any additional PE-ARP related processing. For inbound traffic
the gateway performs a PE-ARP lookup to determine which
destination MAC address it should forward each packet to.
Any communication among hosts in the local network must
also use PE-ARP lookups to identify the correct target.

For those situations where it is impractical to modify the
local router, we have also implemented a PE-ARP bridge. It
operates in the same way as a standard Linux bridge except
that it implements PE-ARP on the local network side.

Though not shown in the figure our test network also has
a modified DHCP server and a DNS sever that serves SRV
records.

III. DISCUSSION

While a full transition to IPv6 is the ultimate solution to
the IPv4 address depletion problem, techniques such as PE-
ARP can be helpful as an interim solution. In this section we
attempt to address some of the more challenging issues that
emerge in our approach.

PE-ARP depends on TCP/UDP port numbers to multiplex
connections from multiple end hosts. This creates a problem
for protocols such as ICMP that do not have port numbers.
This can be handled in the PE-ARP gateway in a way similar
to the way NAT devices handle it. The gateway can maintain
the state of an ICMP query/response by Query ID to sent
the reply to the intended recipient. An interesting alternate
approach is the use of pseudo-ports, which could be associated
with portless protocols to allow them to operate correctly.

Services operating on well-known ports are also challenging
to accommodate in PE-ARP. While almost any service can be
moved off of its well-known port, making the service port
known to the client can be a problem. Wider use of the DNS
SRV record can help. It might also be possible to extend PE-
ARP to allow arbitrary, non-contiguous port ranges so that any
port can be assigned to any server.



While it is technically possible to cascade multiple NAT
devices, in practice this defeats many of the workarounds that
allow various protocols to operate through a NAT, such as
UPNP or IPSec NAT traversal. PE-ARP does not have this
problem. PE-ARP gateways can be cascaded as many times
as needed until the available port space is exhausted.

Port ranges must be assigned and allocated to hosts and
to the PE-ARP gateway. An extra DHCP option can be
used to hand out the port ranges, but they still must be
allocated in some systematic way, and synchronized between
the gateway and the hosts. Using DHCP as the basis for
port management eliminates the complexity of an additional
stand-alone mechanism. There is currently an Internet draft
under consideration at the IETF that proposes a DHCP based
port management technique [10] and we intend to implement
something similar.

IV. RELATED WORK

Carrier Grade NAT has been proposed as a way to conserve
IP addresses in a large network. Like NAT, it changes the ad-
dress fields in each IP packet, breaking end-to-end consistency.
It requires that the translation device maintain state for each
connection, which causes scaling problems. There is a tension
between placing the translation device at too central a point,
which requires large state tables, or too close to the edges,
where it can’t provide as much benefit in address conservation.
PE-ARP does not translate addresses and does not require per-
connection state tables.

The most directly related research to PE-ARP has been in
the broader Port Scavenging area. Below we describe some of
the key proposals related with the port scavenging approach
and how PE-ARP differs from them.

Several port scavenging approaches have emerged in recent
months. The A+P approach [11] is similar to PE-ARP in that
it reclaims unused source port space as a part of the end-
host identifier. This was developed largely to address issues
and complications of the Carrier Grade NAT technique [12].
However, the A+P scheme continues to rely on the use of a
A+P NAT middle device to implement NAT-like capability.
End to End NAT [13] uses a NAT but makes the NAT
configuration visible to the end host. The host can then reverse
the translation so that an application running on the host sees
the same network addresses as its peer at the other end of
the connection. Address translation still takes place but the
endpoints have a consistent view of the connection. Port Range
Routing [10] depends on routing infrastructure rather than
ARP to deliver packets to the intended destination. Several
methods are defined, including encapsulation with a secondary
IP address for each end host and use of a source routing option.

Our approach is fundamentally different from other Port
Scavenging techniques in that we rely on changes to the ARP
protocol to implement IP address sharing in an end-to-end
consistent manner.

V. CONCLUSIONS AND FUTURE WORK

PE-ARP presents a unique ARP based approach to Port
Scavenging. It allows us to share a single IP address among
multiple end-hosts in an end-to-end consistent manner. The
IP address and port number are combined to form a unique
identifier that is then used to map to a specific MAC address.

We have installed PE-ARP on several test systems on our
network. We hope to gain more experience with PE-ARP in a
variety of situations including both desktop and server use.
We also plan to characterize the scalability of the system
and have begun measurements to determine how large a pool
of ports is required by a typical host. We intend to extend
our implementation by implementing a dynamic port range
management mechanism. Our prototype runs on Linux, how-
ever, there is nothing OS-specific about it. We would like to
implement prototypes on popular consumer operating systems
to investigate portability and scaling on these platforms.

We also hope to investigate the use of PE-ARP as part of
an IPv6 migration strategy. It should be possible to embed
a description of the port ranges into an IPv6 address, which
would give us the ability to directly map between PE-ARP host
identifiers and IPv6 addresses. We are currently working on
an IETF Internet Draft and intend to actively participate in the
emerging BoF/mailing list in this new area. As IPv4 address
exhaustion approaches, network operators will be required to
make the most of increasingly scarce IPv4 address resources.
Techniques such as PE-ARP are likely to be a valuable tool
for network management in this new era.
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